
October 29, 2009                              

1  

 
Honorable Arne Duncan 
Secretary of Education 
U.S. Department of Education 
Washington, DC  20202 
 
Re:  Investing in Innovation, Docket ID ED-2009-OII-0012-0001 
 
Dear Secretary Duncan: 
 
The Coalition for Evidence-Based Policy – a nonprofit, nonpartisan organization – strongly supports the 
Department’s overall plan for the Investing in Innovation Fund (Federal Register, October 9, 2009).  We 
believe its proposed focus on rigorous evidence of effectiveness as a key criterion in funding decisions 
would be a major step forward in evidence-based government, largely unprecedented among major U.S. 
social programs.  Congratulations on this pioneering initiative. 
 
We do have a few suggested revisions which, although in the nature of refinement, may be critical to the 
Fund’s success.  Our suggestions, and reasons for offering them, are as follows: 
 
Suggestion #1:  That the definition of “strong evidence” give greater weight to well-conducted 
experimental studies than quasi-experimental studies.   
 
  Our reasoning – to quote a recent National Academy of Sciences recommendation – is that evidence 

of effectiveness generally cannot be considered definitive without ultimate confirmation in well-
conducted randomized experimental trials, “even if based on the next strongest designs.”1  It is 
sometimes not recognized how frequently promising findings in quasi-experimental studies are 
overturned in subsequent, more definitive experimental studies.  Reviews in medicine, for example, 
have found that 50-80% of promising results from phase II (mostly quasi-experimental) studies are 
overturned in subsequent phase III experimental trials.2  Similarly, in education, eight of the nine 
major experimental studies sponsored by the Institute of Education Sciences (IES) since its creation in 
2002 have found weak or no positive effects for the interventions being evaluated – interventions 
which, in many cases, were based on promising, mostly quasi-experimental evidence (e.g., the LETRS 
teacher professional development program for reading instruction).3  Systematic “design replication” 
studies comparing well-conducted experiments with quasi-experiments in education, welfare, and 
employment policy have also found that many widely-used and accepted quasi-experimental methods 
produce unreliable estimates of program impact.4

 
   

  We agree that well-conducted quasi-experimental studies play a valuable role in (i) identifying 
interventions that are promising, and therefore ready to be evaluated in more definitive experimental 
studies; and (ii) helping corroborate experimental research findings.  Thus we support their proposed 
use in funding decisions for the Fund’s Validation Grants (where the evidentiary standard is 
“moderate evidence”).  However, awarding Scale-Up Grants solely on the basis of quasi-experimental 
evidence – as the proposed language currently allows – would likely lead to large-scale 
implementation of some ineffective programs.  To prevent such an outcome, we suggest the following 
modification to the last sentence of the definition of “strong evidence” (i.e., the evidentiary standard 
for Scale-Up Grants): 

   
  “…The following are examples of strong evidence:  (1) more than one well-designed and well-

implemented experimental study or and one well-designed and well-implemented quasi-
experimental study … or (2) one large, well-designed and well-implemented randomized 
controlled, multisite trial ….”   
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Suggestion #2:  That Scale-Up Grants require evidence of effects on important outcomes (e.g., 
student achievement, dropout rates), and not just on “intermediate variables.” 
 

Scale-Up Grant applicants will need to show that their proposed project is backed by strong evidence but, 
under the current language, such evidence could consist of effects on intermediate variables such as 
teacher effectiveness or school climate, and need not include effects on important final outcomes such as 
student achievement, or dropout or graduation rates.  We suggest deleting the language on intermediate 
variables, and requiring evidence of effects on important final outcomes, because intermediate variables 
are often unreliable predictors of such outcomes.  IES’s major evaluation of the LETRS teacher 
professional development program, cited above, is one of many existing examples.  It found sizable early 
effects (0.3 – 0.5 standard deviations) on teacher knowledge and explicit use of research-based reading 
instruction, but no significant effect on the program’s ultimate goal of raising student reading 
achievement.  The current language, by allowing effects on intermediate variable to qualify, could easily 
lead to large-scale implementation of programs such as LETRS that do not improve student outcomes.   

 
Suggestion #3:  That the evaluation requirements for Validation Grants, like those for Scale-Up 
Grants, call for well-conducted experimental evaluations wherever feasible. 
 

The proposed requirements for Validation Grants currently call for a “well-designed experimental or well-
designed quasi-experimental study” of each grant project.  Because Validation Grants will fund projects that 
are already supported by moderate (e.g., quasi-experimental) evidence of effectiveness, the logical next step 
would be evaluation with methods that are capable of producing strong evidence – i.e., well-conducted 
experimental studies wherever feasible.  Thus we suggest that Validation Grants be subject to the same 
evaluation requirements as Scale-Up Grants – namely, “an experimental study or, if a well-designed 
experimental study of the project cannot be conducted … a well-designed quasi-experimental study.”   
 

Suggestion #4:  That Validation and Scale-Up Grants require evaluation by researchers with a demonstrated 
track record in carrying out well-conducted experiments (or, if not feasible, quasi-experiments). 
 

The reason we suggest this is that many attempts at experimental (or quasi-experimental) evaluation fail to 
yield credible estimates of a program’s effect because of serious flaws in study design or implementation.  
In some cases these flaws mean that a program evaluation, despite a considerable investment of effort and 
funds, does not produce a valid answer to the basic question of whether the program has a meaningful 
effect on educational outcomes.   
 
Often, these are flaws that a highly-capable evaluator could have foreseen and prevented.  Illustrative 
examples of common flaws include:  (i) using a sample too small to detect meaningful effects of the 
intervention; (ii) failing to obtain and analyze outcome data for a high proportion of the original sample; 
and (iii) measuring surrogate outcomes that lack practical and policy importance (e.g., attitudes toward 
school, rather than attendance and graduation rates).  
 
Thus, we suggest the Fund follow the procedure suggested in the Institute of Education Sciences’ guide to 
finding a capable evaluator5

 

 – namely, ask each grant applicant’s proposed evaluator to submit two 
experimental studies they have previously conducted, which the Department would then review (briefly) 
to determine if they were well-designed and well-implemented.  Because evaluators who have conducted 
successful experimental studies usually continue to do so through their careers, a demonstrated track 
record of this type is likely to be a stronger predictor of success in conducting the proposed evaluation 
than, for example, anything the evaluator might promise to do on paper in the grant application.   

Suggestion #5:  Add “improving career readiness” to the list of desired program outcomes in the Fund’s 
selection criteria (in addition to “improving student achievement … decreasing dropout rates,” etc). 
 

The reason we suggest this is that we are aware of at least one educational intervention in high-poverty 
schools that has been shown, in a well-conducted multisite randomized experiment, to produce sizeable 
long-term effects on workforce earnings – an important life outcome and a key goal of high school 
education.  However, the program demonstrated few effects on traditional educational measures such as high 
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school graduation.  Given the paucity of educational interventions backed by strong evidence of meaningful 
impact on students’ lives, we believe it would be important to enable this program to compete for an 
Innovation Fund grant.  Adding “career readiness” to the list of desired outcomes in the Fund’s selection 
criteria (as measured, for example, by post-graduation workforce earnings) would make this possible.
 

Thank you for your consideration of our comments on this important, ground-breaking program.  In closing, we  
wish to make clear that our organization is nonprofit and nonpartisan, is not affiliated with any program or program 
model, will not compete for an Innovation Fund grant, and has no financial interest in the ideas we are proposing.    
 
      Sincerely, 

 
      Jon Baron, President 
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